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Less can be more
Deep learning models need very large datasets to
reach high accuracy. While true, 
high amounts of data do not always lead to
better results, if the data is not well sampled. 
Thus, sampling data in a clever way can keep
the data size low while increasing performance. 
Active learning investigates how the model being
trained can decide which data sample would lead
to an increase in results.

See it from another angle
Enforcing consistent predictions through a multi-
view setting showed promising results on static
scenes [1], which we modified to work on dynamic
outdoor scenes [2]. We enforce consistent
predictions over time using the predictive
uncertainty of each point pi, t at time step t 
compared to pi, t+n . 

To generate correspondences (pi,t , pi,t+n), we
investigated two methods, (1) a nearest neighbor
matching which only works on static scenes and 
(2) a keypoint matching approach, using 2D SIFT 
descriptors and a distance based SIFT-LIDAR 
matching. 

Evaluation And Future Work
We evaluate our approach on the nuScenes [2] 
dataset using Cylinder3D [3] as our segmentation
backbone. 

As seen in Table 1, our method is able to
increase the segmentation performance
compared to our baselines, with the drawback of
only working on static scenes.

While the SIFT-LIDAR matching is able to
generate good point correspondences (see
Figure 1 and Figure 2), the amount of such is not 
enough for an active learning approach. 

Future directions may include the use a learned
point encoders which may need to be learned for
each new dataset, reducing the practicallity of
active learning. A more promising approach
would be the use of contrastive learning [4], 
optimized simultaneously with the activie
learning method.
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Figure 2: A reconstructed scene using only SIFT-LIDAR 
correspondences. Our proposed matching can capture the static and 
dynamic objects in a scene. (© 1. TUM)
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Figure 1: Qualitative evaluation of the SIFT-LIDAR matching (© TUM)

Method 5% 10% 15%

Random 20.89 23.15 24.55

Monte Carlo Dropout 25.99 27.24 25.91

Ours 24.35 28.08 27.71

Table 1: Evaluation of our proposed method using 5%, 10%,15% of the
nuScenes dataset. 


